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We're recognized for our vision and execution

Gartner Data Center Networking

2017

* 75% of the end users indicated
that they expect an increase in Closed Networking
relevance of open networking in -
their purchasing decisions in e I
the next 24 months. | e o

- Interest and adoption of white- | *" ... e
[brite-box switching has g oty
increased significantly within | ey
hyperscale data centers...we .
expect it to reach 22% of the 5| °~
total data center Ethernet

switch market by 2020

6
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What is the difference between White- and Brite-box
(Branded white box) switching ?

White-box switching uses original design
manufacturer (ODM) switches that have a
limited set of features and short refresh
cycles.

Brite-box switching joins a trusted vendor
to the white box, adding branded software,
services and support.




We're recognized for our vision and

--------------

execution (Cont.) e

Gartner Data Center Networking report on Dell EMC

dThe vendor's portfolio of hardware and software switching
platforms addresses most enterprise data center networking use
cases as well as scale-out cloud solutions.

(dBased on client deals that Gartner observes, Dell EMC pricing is
very aggressive.

dDell EMC has taken a very open approach to data center
networking, including support for other vendors NOSs to run on
Its hardware, in addition to submitting its own NOS (OS10) to
open source.

dDell EMC also provides compute, storage and integrated system
iInfrastructure, and we expect increased bundling with
networking (including VMware's network software, NSX). This
appeals to customers that prefer to purchase their
infrastructure from a single vendor.

Refer to https://www.gartner.com/doc “Magic Quadrant for Data Center Networking” Published: 03 July 2017
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Dell Open Networking switches simplified

100% ONIE loading for all OS’s on new ON switches

Operating System (OS)

infusion® ){\( big SWItch
networks
N/ sarworks @ @) cumulus networks

Open Network Install Environment

e

/ﬁ -

Z9100-ON Multi-rate
Fabric Switch

S4048/T-ON
10/40GDbE Switch

S6010-ON 40GDbE Switch
S6100-ON Multi-rate

Fabric Switch

S$3048-ON 1/10GbESwitch

_/
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on

NIE Bootloader fora?
OS's for Dell Networking
ON switches

Zero-touch install of all
pre-qualified 3 party
operating systems

ONIE also used for
loading Dell Networking

< 4




Dell
Networking

i  Dell Networking

0510 | pemmo

Modularity and design Operating System (OS)

Dell - Internal Use - Confidential



What really makes OS10 different

v Uses an unmodified Linux kernel and
distribution

* Enables OS standardization across data
center infrastructure

v Completely disaggregated software
architecture

* Base system software decoupled from
L2/L3 protocol stack and services

* Unrestricted programmability and
portability via CMS, CPS and SAl

v Mainline software for Dell Networking
portfolio
* Not developed for a ‘bolt-on’ product
set, or product sub-set

* Extensible to campus and wide-area
networking environments

12
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DevOps

@

NetOps

3" Party Apps

Automation
Tools

Native Linux Apps OS10 Apps

Common
Management
Services (CMS)

L2/L3 Protocols

Policy Control

Security Services

Development Environment via Control Plane Services (CPS)

" 7

Dell Networking OS10 Base (Native Linux)

Platform Abstraction via OCP Switch Abstraction Interface (SAl)

7

Modern software for modern operations




User accounts

OS10 defines two categories of user accounts — imin for both the username and password to log into the CLI, or use

linuxadmin tolog into the Linux shell.

linuxac

ution terms for

Debian GNU
permitted by

vriaght
VORYIL

on

copvrigh

N linuxadmin

D
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Ethernet
Switch
Marketing
Forecast
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Total L2+L3 Ethernet Switch Revenue Forecast

dOver the five-year forecast period _ LAN Revenue
$30 Software

for the Ethernet Switch market, gig’l??m 40 GE

the revenues will increase from

$25.1 B in 2016 to $28.0 B in 2021
dThe enterprise/campus market

has started a mini-upgrade cycle

to 2.5/5.0 GE and data center

market has started a mega- N

PO NI OIHL O A DI NI DI X O O0A 990N
'9%@%'9%QQQQQQQQQQQQQQQQQQQ'\'\\'\'\'\\\'\'\Qq,q,

upgrade cycle to 25/50/100 GE. PR R P USSR

>
—_
(6, ]

Revenue in $ Billions

The enterprise/campus market will undergo a miniature upgrade cycle to
2.5/5.0 GE in order to support higher-speed 802.11ac Wave 2 access
points (APs). As a result, switching will become more of an infrastructure
solution and not a direct, end-user connectivity solution. The data center
market will move from being enterprise dominated to being Cloud
dominated, causing the data center market to make at least two speed
migrations by 2021. The 25 GE SERDES upgrade is occurring now and a

50 GE SERDES upgrade is expected to arrive by 2019.

15
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Start From...............

Security ?!
Or proprietary protocol

........ IN your campus networks




Dell Networking Standard Advantages

A. Networking Hardware 3 Years Warranty

B. Only one choice for Layer 3 License (No other option)
C. Free upgrade for Networking OS

D. Free Phone Call Support with Mandarin

E. N/X/PCT Series LLW

17



Dell Networking product portfolio

Cloud-Based Management

- —
7/

) " ——

AP130 AP230 AP250 AP1130ZE4p

Guest access
and BYOD

W-series ClearPass

1GbE 10GbE 100G/40G 100G/ One-Tier
— /10G 8/16/32GFC  40GbE 100GbE 100GbE Chassis
S3048-ON ’
Data = e el e e
Center B g
S4048-ON/ S4148U S6010-ON 79100-ON S6100-ON
S3100 S4048T-ON S4100-ON C9010/1048P |
1GbE 10GbE 1GbE 1GbE 1/2.5GbE 1/2.5/5GbE 10GbE
Campus ‘ = S
X4012 N1100/P N1500/P N2000/P N3000/P N4000
X-Series N2100/P N3100/P
1GbE 10GbE FC 10/40GbE/FC 10GbE | > <h|95W|tCh
m-n Il‘
Blade M1000e ‘ -ON N werwencs A networks
. it Open
Chassis X m Networking 0510 ' I
_ infusion @cumulus netuworks
e E Do O
M6220 M6348 M8024-k B5424 MXL y
Brocade 300 6505 6510 6520 G620 DCX8510
FC - | — ’
8,16, 24 12,24 24,36, 48 48,72, 96 SX6012 SX6025 SX6036
Wireless AeroHive & HiveManager NG W Series- Aruba

H1024

H1048

H9106

H9124

Software

(ON)

I Dell Networking
i Operating

i Active Fabric
;M

OpenManage
Network Manager
Simolify and canlralice
bl managerent
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Dell Networking
Solution

1
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Data Center

SDN R |

X-Series : W)
N-Series e~ |
e 7 =

Aerohive : B E E
W-Series Instant : . :

‘. NElWkalng : Branch  Remote
OpenManage : :

Office  Office
N-Series : -
C-Series : |:, D .;.-Q P

W-Series :
Aerohive ;
OpenManage : : —_—
.................

R L T O TR T senn,
.

M

Carrier
Access

Cloud Services

b Enterprise IT services
Z-Series :

S-Series *
M-Series *
FN-Series :
Active Fabric Manager :
OpenManage :

21
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TW Case — Z900/S6000(ECMP)

R4 = Chassis H. A £ 2T Active-activegE 17 » #rEH.A SR

EP—"\Chassm i S - @%uﬂzkiﬁﬁ S et LR - REMGChassisHTRHE
o TER A 20114 T/ NS 2= B FH Dell Active Fabric FEE 52 SR

%T%(Spine—leaf) Y2012 refiE64 5 DL _E 729000814845 " GERTIRISIER PR
10,000 FE 25 - HIEINH QB BB E 0 - (RSB R A5 I

@ Eg[ﬂ: @ 10G @Border %%nggi

/ Router . -
Cisco, Brocade, Juniper

ECMP

ECMP ﬁﬁﬁﬁﬁ

VAN  SRRRER Bl
54810P 54810P &iChassisifEEHEK

\ sioe GRS HAdoC Zodz Shic B fAikas B AR T
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management kit &5z
CY12/CY13 Use Case:

(i
" BEE TRERER
Customer has a large L3 Network Requires 10,000s servers with growth
Need to support smallest O.S possible 1G and 10G servers

» FEEE{K(<800Watt)
= {RAEE

CY13/14 Use Case:

Copy US topology to
implement in Taiwan site

Scale: =t .
: e T
Build over 64 Z9000 nodes on Spine- Leaf topology Scale: : i *E
Capable to support 1G to 10G migration. Change 23000 t°, et S6000%*2
Start with 10,000 servers growing to 100,000 servers Due to density S4810P*4

Expand with little or no hits S6000 1V




Dell EE)z(4EEERE

Q 2R "4i—" ZBEHE Q SRR KA TS S B i
O EEEE > MBS S O 4E5a SEERIE R AR o
A REEBRER 0 WiZcE & SDx/SDN
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VLT-
Virtual Link
Trunking
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VLT/MmVLT: Feature Overview

VLT: Multipath LAG

v VLT is a key ingredient of Active Fabric that
enables multiple L2 paths in the fabric. Plane

Dua;\\\

Active
Control

v" Unlike stacking, VLT is Dual Active Control Plane

v Works with any standard LACP implementation
to form VLT LAG — No Vendor Lockup

MVLT: Interconnecting multi domain

v’ Interconnect multiple VLT domains by simple
VLT LAGs

v’ Create Hierarchical VLT by interconnecting
multiple VLT domains

v’ Build scale out Clos network with increased port
density

Physical ol
v' VLT proxy gateway to stretch L2 VLAN across DC yLégﬁchﬁe\?/gy
and avoid traffic trombone

27

Dell - Internal Use - Confidential




28

Protocol behavior: How VLT works

VLT benefits
Supports separate HB

Peer-link can pass
Layer 3 Traffic

Graceful failover of LACP
during reload

Supports both VRRP or
RVLT

Dell - Internal Use - Confidential

VRRP/RVLT

N-Series |




VLT: The protocol for high availability

VLT Key Points

« Active / Active is more
efficient

Self Healing without

requiring STP L3
HA & Redundancy v
Separation of Data &
Control Planes
EI

____________________________

29
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Protocol behavior: How VRRP works

IPv4 or IPv6 VLAN 1920
192.168.3.0/24

VRRP key points
Master / backup

Auto-recovery with minor
traffic disruption

Industry standard
Supports IPv4 or IPv6

Path dependent on L2
hashing algorithm

VLAN 192
192.168.1.0/24

30
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Non-stop service with Core expansion

40GbE
10GbE

Stacking

CQIF\IQF

S4810 = 54810 m

CQIF\IQF

Server

31
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TW Case- HPCC S6000/S4810P
iifezzitazh

BRF] 4 DELL S6000FFHIActive-Active (flE161:54810P |-

JPESpine/Leaf it B HPCC Frism# K Ea=r) > HEE {EEBEPRIGERK
Rt e R K e Low- Latencyfie Jy » iU H2#40/10G - B EECMPRERIEBEH

Fiber Ports Seifii i 7 £ - ARl THPCC it (TR
BRSNS FLAISCSIRE 52k B RHEE T I -
BPHT:

——— 40GbE MTP Fiber Cable Cisco, InfiniBand, HP

— 40GbE DAC
——— 10GbE DAC (Direct Attach Cable)

N2048 * 6

$6000 #1

B R

Active-Active T B
sgtims GECMP

= Full Ethernet feature
= L2 Spine-Leaf Z2&
» mVLTEIRHERSTP

» 1U 32 40G 5&EHE
= Low-Latency (<600ns)

O O LU D O Lells P
Ty N ey W ey W e W ey e ey omm |

N5 =1 = === 1N = E=l==18 = E=l== N5 E===IN . EE RN o == ==
g= g= o= o= g= = = =y N E=HC=IN
A" E=H=="1N Lz [=="H=="1 B E=N=="1IN B =="H=="1N .z E="N-="1N N EEm Eem,
‘= - =n § E===18
A== A== A== A== E=1E=1 E=u E=a
1 =
== 1 = 1 ==n = == ==n === N
.
.

A O -
$6000%*2

10G Node * 40 10G Node * 40 10G Node * 48 10G Node * 48 10G Node * 40 10G Node * 40 S4810P*6

N4032F*1

N2048*6
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TW Case — S4048-ON VLT

iEiBACtive- Actlveﬂ%/ﬁ%wﬂﬁaﬁﬁ%sw JEE o= :
BT EE F R AR [ R (Scale -out) ZREFER B - B
A A DELL S4048-ON {RIEZERE S E]N2EServerkil 7 (Scale-out) 25k
Storage &EiRH7HY ° = f5{LSTPEERKActive-
Active 8EREEER
?::::il'J‘gP ,RJ45 e T F_irewau %K EP ﬁ

10GbE SFP+
=————= 40GbE SFP+
s e S

Bt B

iSCSI Connection

Cisco, HPE, Brocade,

UCENE
$3048-ON - 53048 ON

= Scale-out
= Active-Active/ON

* Pro Support Plus
Service

S — S — j::' — R f R
$4048-ON / I $4048-ON s4048-ON | 1 \ 54048-ON S4048-ON*8
N2048 N2048*25

*
CompellentsC2080  CompellentSC2080 S C2080 4
Master Slave

CompellentsC2080  CompellentSC2080
Master Slave

R530*24
R630*24
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TW Case — S4810P mVLT

PR/ & DELL S4810PAEHARE A I ZChassis Core - ST
Nortel 8600 » ifi AL IR [FIHYEEY) © JEFImVLTZ © BB RENY
A E T 2 B Active-activei®E#E N{TEdge Switch FARAfH FERE A SRR E A A
Y [ o [ERFEEgEEHE A Data center Server/Storage BRI e EE
H AR TR HAY - " BERSHRETI MR
st et P
@ Cisco, Extreme ,Juniper,
SSON. . SSON\ B Building . Brocade
ﬂ Building 2 SR
10G \100/ 10G 10G prmmrme=
— N4064+2

I].OGI _LZQ ...... TTI] :
O 2
10G ls4g10p

" WEAE LB AR
= 10G RJ-45/SFP+ 375
FEH

A EN -
S4810P*6
S50N*2
N3048*30
N3048P*10
MXL*4
N4064*2
OMNM*1

$4810P
mgg

Buipiing v

. Jse - Cc.,,,_,_,ATA'ISF



Change the mind.........

Does SDN has the security ?!

you can start SDN in your campus networks




Why used SDN in Data Center

Performance, Scalability, Flexibility, Ease of Operation for Security

» Control plane performance and
Loop Path Multi-path Policy-based .S(:alablhty can be Increased

Prevention | computation Connectivity Routing lndependent of CPU and memory

limitations of network devices

‘ Multi- » Scale-up
tenancy
» Scale-out

* In-line control protocols can be
eliminated entirely, and replaced
with centralized control logic

Scale-up

SDN /éoﬁltrzﬂle\r

< Scale-out p

 Sophisticated traffic management
and network control can be
implemented more easily

Data Plane Data Plane

* Network device operations are
made simpler, and easier to
manage

Data Plane

* The network devices potentially

become less expensive to build
40
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"ONE BIG SWITCH" Architecture
Disaggregation of the "mFrame"

BIG CLOUD

FABRIC
SUPERVISOR(S) CONTROLLER

10G/40G
Backplane

K LEAF SWITCHES

1G/ 10G/40G
Workloads

Physical
&

Virtual
Workloads

. : SERVICES &
* Traditional NET frame design COMPUTE COMPUTE WORKLOAD CONNECTIVITY
WORKLOAD RACKS

 Single point of management

 Proprietary, Expensive, Lock-in, Fixed Slots * Disaggregated NET frame — One "Big Switch’
* Open, Simple, Economical, Vendor Choice, Scale-out

SDN & Clos Fabric Necessary for NetFrame Disaggregation

41
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* Big Cloud Fabric from Big
Switch Networks is the
industry’s first data center
leaf-spine Clos fabric
solution built using Dell's

BCF Controller configures logical network across
various physical fabric nodes

—

Fabric Data Plane

open networking switches. .

. . FW
Uses Blg_SW|tF:h Networks 1
SDN deS|g ﬂS IﬂSpII’ed by .............. 'WEsl WEBl' h i Logieat router
hyperscale data center i S e %
architectures to provide L == [ =] )
Slgnlflcant COSt SaVIﬂgS and _____________________________ e | 1|0A1A1A0/2411 1|0A1A:3,A0/24i 10.1.2.0/24
operational efficiencies = - (v v we a

{ = == i — == ] == MULTIPLE L3 SEGMENTS

Reduces management
consoles by over 30:1 with Physical Topology Logical Topology

one centralized controller
console
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Big Switch Ul and visibility

Logical Networking Zero-Touch Fabric

D < big switch

e - : [ I " :
TENANT -
BLUE -
Logical Router : R
Wi poticy) - S g e

Segment-Web Segment-App
| [ i |

 WEB WEB = APP  APP

Segment-DB

E=o

MU‘LTIPLE L2 SEGMENTS

Source Endpoint Options Leganc

1 | Logical Topo | ‘

| Physical Topo |

_
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BCF — Ideal underlay for NSX

Optimal SDN Architecture across Overlay and Underlay

venager I

« Auto Host Detection & LAG
Formation
C ‘ SDN
veenter =) "= & oweray |+ Auto L2 Network Creation for
e o VTEP, vMotion, and Storage port
1 X vSwitch groups
BCF ‘ al
Controller .Cb
. 4 SDN
Underlay
: . One Logical
pSutch —
=D =D o * VTEP-to-VTEP (vSwitch-to-
BT E B . .
vSwitch) troubleshooting
BCF Support for VMware NSX-v » Host = Leaf = Spine = Leaf
— Host

NSX HW VTEP Integration with BCF
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BCF Plug-in for vmware vcenter

Powerful Fabric Visibility & Troubleshooting for VM Admin

vCenter

Virtual €-> Physical
Network Visibility

Inband-hgnt
YLAN ID: 1004

Port Group

dis-pg-3
YLAN ID: 1003

Port Group

=

YLAN ID: 1001

Port Group

gl
VLAN ID: 1002

atharnaidd

atharnaidd

[T
h

L]

vCenter

New
VM €<-> VM Path Troubleshooting

Controller View | Fabfic View

Configuration - Canbrubar View

Tost Path Name Tespen 5162018 125 BCF Controller 10110 j

Bource Destination Actlons

Host: 10.10.2.11 Host: 10.10.2.12 W
VM Kernel In... vmk2 VM Kernal In... vmk2

IP Address:  21.1.1.11 IP Address:  21.1.1.12

MAC: 00:50:56:61:01:00 MAC: 00:50:56:83-cd:6a

vCanter: 10.10.1.2 vCanter: 10.10.1.2

CDesbecnnin
[ Tarant ichvcentar
B St bt nanier 21

WA wmkd
P g 21444
MAL: R-E0R0 61 5100

I v
P dens 11042
MAC: (404083 b
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Verizon NFV deployment

04.25.2016 News Release Verizon‘/ Open Architecture Platfor

%ﬁ Lower overall TCO

over 5 years

Verizon launches industry-leading
large OpenStack NFV deployment

Verizon collaboration with Big Switch
Networks, Dell and Red Hat advances

open source knowledge; Companies to 3X
discuss project at the OpenStack Summit Service agility advantage
in Austin for new service

enablement

largest known Network Function Virtualization
OpenStack cloud deployment across five of its U.S. data
centers.

AUSTIN, Texas - Verizon has completed the industry’s 6 5

Lower cost to new service
enablement

Source: 2017 ACG Research commissioned by Dell EMC & partners.

ML @ rednat 2Xbig switch
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Are you on the
right way?
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Data Center Ethernet Switch Revenue Forecast

ORO DELLORO QELL’ORO
[0 oo L1 G [0 ¢ 40/100/400 Data Center

G P - -
Total Ethernet Switch - Total Ethernet Switch - Port Shipments

$16 Data Center Revenue $16 - Data Center Revenue
20 -

Software Telco Service »
@ 2 Providers Top 7 s 100/200 GE
o 2 Cloud Providers =
= — =
o r-s £
: $8 = $8 1 Rest of Cloud | o
s g s
g ] s
2 3 . =
@ @ Enterprise and (2]
o SMBs
$0 $0 T T T
N O 9D O O 0 A 90 9 O N
NAN RPN NN NN o
S S S S 1 S Sl

d The 25 GE/100GE ramp will be faster than that of 10GE/40GE, driven
by a low-price premium over 10 GE and the opportunity to future-
proof at the customer level and consolidate products at the vendor
level. The 100 GE will have strong ramp and a long tail.

d 100 GE and 25 GE will compose more than 50% of data center

switching ports by 2019.
1 Speeds higher than 100 GE and based on 50 GE SERDES technology

will be short-lived. They will be adopted only by few large Cloud SPs
while the rest of the market will remain on 100 GE.
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Speed Migration on ToR Switch by Market Segment

2016/2017

DELLORO

GRroup

2019/2020

Market Segment

Top 4 Cloud Data
Centers

1/10 GE ->10/40
GE

*Only Google
and Microsoft
moved to 40 GE
for server ac-
cess

10/40 GE ->100
GE with splitter
cables to 25/50
GE server port

10/40 GE ->100
GE with splitter
cables to 25/50
GE server ports

100 GE ->200/400 GE
with splitter cables to
50/100 GE server
ports

Rest of Cloud

1 GE ->10 GE
*40 GE in the
Uplinks/Core

10 GE ->25 GE
*100 GE in the
Uplinks/Core,
may run 40 GE
optics

10 GE ->25 GE
*100 GE in the
Uplinks/Core

25 GE ->50/100 GE
* only few SPs will

migrate uplinks and
core to > 100 GE

High-end entre-
prises, Private
Cloud& Telco SPs

1 GE ->10 GE
*40 GE in the
Uplinks/Core

10 GE =25 GE
*100 GE in the
Uplinks/Core,
may run 40 GE
optics

10 GE ->25 GE
*100 GE in the
Uplinks/Core

25 GE ->50 GE
*100 GE in the Up-
links/Core

Rest of Entrepris-
es and SMBs

1 GE ->10 GE

1 GE ->10 GE
*40 GE in the
Uplinks/Core

1 GE ->10 GE
*100 GE in the
Uplinks/Core,
may run 40 GE
optics

1 GE ->10 GE
*100 GE in the Up-
links/Core
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New Launch
In
Dell Networking
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How 25GbE can help optimize your data center

—

j/
Increase performance Reduce on-going costs Simplify management
- Stay ahead of growing » * Leverage cost-effective  Consolidate I/O’s and
virtualization, cloud — 25GDbE technology use fewer ports and
ggfﬁgeasmd S TS « Achieve cost savings GEllEE
with smaller space, = *Use one network
» Take advantage of power and cooling .~ operating system
gﬁgts)tEorIgOes in servers requirements - Manage networking g
9 » Take advantage of devices from a single
 Migrate installed base cost-effective scaling embedded tool

of 10GbE to 2.5x the
throughput with 25GbE

capabilities

£/

LSS AT
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Dell 25GbE solutions for your data center

55

25GbE TOR Switches

Nlédddiddddidddddddd) ° \‘

@ W  79100-ON - 128 ports of 10/25GbE (breakout)

_ $6100-ON — 128 ports of 10/25GbE(breakout)

g S5100-ON — 48 ports of 10/25GbE (no breakout
. or 72 ports 10/25GbE (breakout)

4 )
Dell’'s 25GbE switch solutions provide a open, cost-effective and

user-friendly path to 25GbE within the rack — delivering 2.5X the

throughput over 10GbE
: J
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Multi-rate
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Dell Innovations with Z9100-ON

Multi-Rate
10/25/40/50/
100GbE

High-Density § Ultra low
latency

Network )’ N Rich Optical
Virtualization Connectivity

Full DCB / :
RoCE Support Choice of OS SDN Ready
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Dell Innovations with S6100-ON

Multi-Rate 2,“°ﬂg}?;for Ultra low
10/25/40/50/ | ©P

100G, 40G, latency
100GbE 55G

Network P RichiOptical

Virtualization S— |

Full DCB /

RoCE Support Choice of OS SDN Ready




NEW! S4100 10/100GDbE in-rack switches cy1703

Latest multi-functional, multi-protocol 10/100GbE in-rack switches

- S4128F-ON - 28 x 10G SFP+ and 2 x 100G QFSP28
ports

- S4128T-ON - 28 x 10GBaseT ports and 2 x 100G
QFSP28 ports

« S4148F-ON - 48 x 10G SFP+, 2 x 40G QSFP+ ports and
4 x 100G QSFP28 ports

« S4148T-ON - 48 x 10GBaseT ports, 2 x 40G QSFP+:” '
ports and 4 x 100G QSFP28 ports

- S4148FE - 48 x 10G SFP+, 2 x 40G QSFP+ ports and 4 x
100G QSFP28 ports with support for LRM optics 0S10
Yr- S4148U: Industry's first and only 32G FC unified
switch — 24 x SFP+, 24 x unified SFP+/SFP28 ports .
(1/10GbE or FC8/FC16 ), 2 x 40G QSFP+ ports and 4 x Dell Networking S4100-ON
unified QSFP28 ports (10/25G/40G/50G/100G) or
FC8/FC16/FC32 )

OS10

software
environment

Programmable
Linux OS

Applications 10/100 GbE

in-rack

» 10/100GbE in-rack connectivity for servers i
connectivity

and SDS environments
» Converged LAN/SAN environments to FC32

Dell innovation

* Open Networking with support for OS10 & ONIE
64 * Fully tested and validated with 3rd party operating systems
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New! S4148U-ON FC16/32 and 10/100G Switch

CY17Q4
Dell unified port 1RU multi-rate switch for Storage Networking

* S4148U-ON: 24 ports of Unified SFP+ and 24 ports of SFP+ and 2 ports of QSFP+ ports
/ 4 ports of Unified QSFP28 ports
* Max Ethernet Configuration
* 48x10GbE SFP+ ports AND
* 4x100GbE QSFP28 (or 16x 25GbE/10GbE) ports
* Max 32G FC Configuration:
. 16 x 16/32*Gb FC ports AND
* 24 x8/16*Gb FC ports AND
* 24 x 10GbE SFP+ ports

oo g o " Dell Networking S4148U-ON
24x10GbE SFP+ ports
« Max 8G FC Configuration: Multi-Protocol Industry’s
40 x 8Gb FC ports AND 16/32G FC and first and only

24x10GbE SFP+ ports 25/100GbE
Switch

32G FC Unified
Switch

Dell i N novation * oversubscribed

* 0OS10 Open and Enterprise Edition

* Multi-rate capability with flexible configurations to support
1/10/25/40/50/100GbE and 8G/16G/32G FC

69
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10/40G

Hot Model




S6010-ON 10/40GbE Open Networking switch

10/40GbE in-rack switch

* 32 x40GbE QSFP+ ports or 96 10GbE SFP+
with breakout cables and 8 x 40GbE QSFP+
ports

* Advanced features VXLAN, larger tables,
expanded buffering vs. current generation

Purpose-built for demanding data

center environments
* |deal for high-performance enterprise, mid-
market and HPC environments

* Cloud/Web2.0 Open Networking
environment

+ Complete OS9 feature set including SDN,
Open Automation, and virtualization features

Dell innovation
* Open Networking (ONIE)

« Fully tested and validated with 39 party
operating systems

72
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Dell Networking S6010-ON

New Intel Rangeley 4 Core CPU
Updated Broadcom T2+ NPU
Improvement in buffering (16 MB)
4X improvement in ACLs (16K)

* 4X improvement in ECMP Groups
(4K)

* Routing in and out of Tunnels with
VXLAN and NVGRE

* Power to support high power optics
on all ports




Scale virtual environments
Interworkings with VMware NSX B

S6000 VXLAN Gateway Functionality virtualization

Optimize VM operation

Support virtual server
networking

» Efficiently connect VMware
servers in VSN scenarios

S6010 VXLAN Transform business
—— .
Bare Metal Servers ~ —

/5
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Dell Networking 54048-ON open networking switch

Next generation switch for the software defined data center

~ * Dell's latest generation S-Series ultra low-
};"‘;\( blg switc ‘D | ——a latency 10/40GbE Top-of-Rack (ToR) switch
networks cumulvs’ SR - 48x10GbE & 6x40GbE or 72x10GbE ports
Advanced Trident2 silicon features (hardware
tables, VXLAN, Buffering)
« Purpose-built for applications in high-
performance data center and computing
environments

D] DD RG] ST * Web/cloud service providers with Linux & OpenSource-
heavy environments

+ Ultra-low-latency 10GbE switching in HPC, high-speed
trading or other business-sensitive deployments that

Dell N etworking S4048-ON require the highest bandwidth and lowest latency

0 48 x 10G SFP+ and 6 x 40G QSFP+ * Key differentiators

. * Supports Open Networking Install Environment (ONIE)
O External Serial ports - one RJ45 type and * Fully tested and validated with 3 party OS and

vmware A

" RIS sTned Pr DT

one micro USB type. network virtualization solutions from Cumulus
Q One USB-A type for storage Networks, Big Switch Networks, VMware and
Midokura
0 One management port support :
» Dell global support and services
10M/100M/1G speeds

75
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Dell Networking S4048T-ON Overview

10GBase-T Open Networking switch

Latest 10GBase-T 1RU in-rack

switch

* 48 x 10GBase-T & 6 x 40GbE QSFP+ ports
or 24 10GbE SFP+ with breakout cables
1.44Tbps Gbps switch fabric capacity
1080 Mpps forwarding capacity
160K MAC addresses

16 MB packet buffer & 4 GB CPU memory Dell Networking S4048T-ON

Advanced features VXLAN, larger tables, expanded
buffering vs. current generation

Purpose-built for server and
storage copper connectivity

Ideal for high-performance 10GBase-T enterprise, |nV35tm'ent Open_
mid-market and HPC environments protection networking
Cloud/Web2.0 Open Networking environment For copper Support of

Complete OS9 feature set including SDN, Open connections in multiple 31
Automation, and virtualization features the rack party OS

Dell innovation
Open Networking (ONIE)

Fully tested and validated with 3 party operating

systems
77
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Dell networking N400OO 10GbE Family
Layer3 10/40G Switch

N4032

* 24x 10GDbE ports, optional
expansion module

N4032F

» 24x ports SFP+, optional
expansion module

N4064

* 48x 10GbE ports, 2x QSFP,
optional expansion module

N4064F

* 48x ports SFP+, 2x QSFP,
optional expansion module

Dual QSFP Quad SFP+ Quad 10Gb-T

» 2x 40GDbE ports, optional breakout cd4x 1 FP+
cables to deliver 8x 10GbE x 10Gb SFP+ ports

* 4x 10GbE ports
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Configure Stacking on Dell networking N400O

Tel/0/1 Tel/0/33

Tel/0/16 Tel/0/48 Fol/0/1 Fo1/0/2

]S L T T [ ]

Dual QSFP Quad SFP+ Quad 10Gb-T
2 x 40Gb ports 4 x 10Gb SFP+ ports 4 x 10Gb T-base ports
e N\ N\ N\ A

MTP Fiber Channel Cables QSFP+ MTP Fiber Breakout Cable QSFP+ Direct Attach Breakout to QSFP+ Passive Copper Twinax /

For QSFP+ 40GDE Optic to Optic to 4x SFP+ LC 4x 10GbE SFP+ Cables Direct Attach Cables

connectivity % For QSFP+ 40GbE optic to 4x SFP+ For QSFP+ 40GbE port to 4x SFP+ For QSFP+ 40GbE port to port

\ 10GbE optic connectivity port connectivity, no optics connectivity, short distances
] ', ( required. —

A

’ 0’ e S
QSFP+ 40GBase-SR4 QSFP+ 40GBase-
Optic ) \ SR4 Optic ) \_ y, \ /

80
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Dell networking N40OOO Series Stacking Overview
using 40G and 10G stack links

oF ' O
] | 1 N s W | I
o] “wu& e |
O'-l‘ _ '..-:L'D
] 1l|‘|r.""':1... ILII I
O'f O
Ok I:;.
E‘IH N“'"F 7 4 LRE TR EID
] I
C’_rr_ = e . :_-_T._C'
O 7 O
O i¥e)
- ‘:"-O

All other Dell Networklng Stackmg Characterlstlcs remain:
~50ms failover times
Ring topology strongly recommended for HA and prevention of split stacks.
Single IP Management, Shared Tables, etc.
Available now: Stacking Whitepaper, and User Guide with additional details
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Introducing the Dell Networking X-Series

X-Series 1s a family of smart managed 1GbE and 10GbE Ethernet
switches designed for small and medium businesses who crave
enterprise-class network control fused with consumer-like ease.

—— X1018P  X4012 X1018 X1052P X1052 X1026 X1026P X1008 X1008P —

Scan to see how-to videos,
Lifetime warranty documentation, and

troubleshooting

Software ardwa ables
upgrades Repair the seich

Hardware
Dellcom/QRL/Networking/X-Series.
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Dell Networking X4012

Smart Web Managed 10 Gigabit Ethernet Layer 2+ Switches

% Only smart web managed 10 GbE all fiber
switch in the industry!*

Key features and Innovations

» 12x 10 Gigabit SFP+ full duplex ports for greater
bandwidth and distance

* Asset protecting locking plug

* Micro-USB port and serial cable provided for local
switch monitoring & debug access

« Compact 1U half rack width design

* Optional tandem switch tray holds two switches in 1RU

* Redundant variable speed fans

Model Size (HxW x D) Port configuration

X4012 1.62inx8.23in  12x 10Gb SFP+ ports
x 9.84 in (41.25
Great For _ _ mm x 209.0
 Simplifying management of office networks without mm x 250.0
sacrificing features mm) (1RU, half-
width)

* High speed server and storage connections, or network
aggregation

* Perfect for bandwidth intensive environments such as
virtualization and IP surveillance devices

83
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Campus

One Tier e

VRTX E

Cariac ~ :

N Ser!es : N - 5
Aerohive | ——— * |mmm| : E
W-Series Instantg NETRRT : ol
Op@ﬁManage; : Office  Office

aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

N-Series .
C-Series : |:, D 7~
W-Series 8 o

Aerohive

.
ooooooooooooooooooooooooooooooooo

Z-Series :
S-Series *

& M-Series :
FN-Series :

Active Fabric Manager :
OpenManage : Networking

Tansunranananes Data Center  [s+ssvsssvennes *
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Traditional networks are not optimized for end users,
Increases complexity for administrators

Mutipleters  'Challenges Requirements
* Multiple protocols * Personal device
Multple and t_iering (bo_th support
configurations phy.S|C8|. & loglcal) * “Seamless” mOblllty
* Policy enforcement across network
(users, devices, locations
= Multiple policies SoiEE * Multi-media usage
; . Com_plex | for video, rich media
s, OGO NS * Increased security
fr— ultiple imuelg)ple devices & needs
'—'-"'H:m: applications yp . ° Rap|d Service
* High operating deployment (new
costs/shrinking T
Multiple devices ~ PUdgets applications)

87
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Industry Leading Performance and Scalability

Dell Networking C9010 Dell Networking C1048P
Network Director ‘fI\TETWORKcm Rapid Access Node

AWARDS 2016

\\\N Product OF The Year

Virtual Ports Multi-Rate Stacking Density

Supports 2,000 Virtual C9010 backplane is Supports Rapid Access Supports up to 248

Ports (40 Rapid Access designed to support Node stacking up to 8 10GbE ports (SFP+ or
Nodes) at RTS, and multi-rate for units high 10GBASE-T)
4,000 Virtual Ports (80 100GbE/40GbE/10GbE Supports up to 60
Rapid Access Nodes) in 40GDbE ports
a future release
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Dell Networking C9000 series
10/40GbE Network director& rapid access node

* Intelligently Designed Chassis

— Dense multi-rate ready chassis in a compact 8RU

— Half-width line cards increase flexibility

— Tool-less mounting standard plus optional ReadyRails™

— Up to 248 x 10GbE/ 60 x40GbE ports & 4.8Tbps total
throughput

— Up to 4,000 additional 1GbE POE+ capable virtual ports via
the C1048P rapid access node*

* A New Way to Build Networks

— Designed for medium/large enterprise campus
networks C9010 Network Director
— Collapses traditional network into a single, logical tier RERLE
. 0O 10 half-width card slots (5 full-width)
through centrglly managed qrchltecture 2 Two 2.56Tbps RPMs
— Simplified service/configuration changes and software [P Ty aerm
updates O Four 2,900W power supplies
U Th ble f dul
— Plug & Play Deployment at the Edge SRS e e

 Built on open standards with economical scalability
— Unique 100Gb ready backplane with tool-less upgrade to full-width line cards*
— Built-in OpenFlow 1.3 capabilities for SDN
— Flexible industry standard implementation enables expansion with existing N-

go series switches* *Future capability; 2,000 virtual port support

Dell - Internal Use - Confidential

Dell Networking C9010 & C1048P

O Side-side (right-left) suction cooling




Dell's innovative architecture reduces complexity
Single logical tier & operating environment speeds deployment

« Simplifies the enterprise network
by merging core and access layers

C9010 Network Director

* Administrators build and manage
the entire network from a single
console providing increased
visibility

* Reduced risk of manual errors

when deploying or upgrading the
network.

Set up Reduce

network upgrade
faster time

C1048P Rapid Access Nodes

92
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Dell enterprise network today
Flexible configuration of the network via Network Director

B C9010

-—_——— C1048P

. .
1

l 1GbE Switches |

mU_LULUJJLU_U mummr_ﬂ_ﬂ

Dell Enterprise Networking Traditional Networking Hybrid Mode

« C9010 connected via VLT for * (C9010 connected via * Fixed-port switches
redundancy & scale VLT stacked & managed

° C1048P cabled as a stack & ° Fixed_port switches by stack
joined to C9010 for power, stacked & managed by e C1048P cabled as a
endpoint access stack stack & joined to

* All ports configured, viewed & . _ C9010 for power.
managed centrally from C9010 Ports are configured, P

chassis viewed & managed endpoint access
traditionally « (C-series ports
managed via C9010

93
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TW Case — C9010 One-Tier

ARG DELL CO0102K &R = SAP HANAS G & k! iR
HEEBASAPIEFIIE N R4 5 - JEAHICO010 One-TierZ:ii# = BIHSAP HANA 24 7
ARG LR AS A p S I AT FE AR IOT# FHE A - B — BUHVEEI AR AT E D

I Tt B (6 AL MBS OB B A » [V DI kb
EZ (R " LR R R ERE Y
- R S 2

C9010 C9010

——— Stacking
———— 1GbEUTP ,RJ45 %ﬁ%g\j‘i
10GbE SFP+ semen T .
=—————= 40GbE SFP+ Firewall Firewall CiSCO, HPE, Juniper
= 16Gb Storage Fibre NAS 3600 NAS 3600

i1
* One-Tier HERSTP

C1048P ] L ﬁéﬂﬁ@%ﬁﬁ

~ * Pro Support Plus
: Service

C1048P

54048-ON [ " S4048-ON

g
C9010*2
C1048P*2

SAP HANA -1 R930

[ | Y- w vm :
| . Hv:)ceﬁso . f ware Backup
SAP

VM Host -6 R630 VERITAS SRV R730

PR Storage FH-] = DR Storage
= (SC4020)

""" S4048-ON*2
Brocade6510*2
SC4020F*2
—Ee——— . R630*6
Brocade 6510 Brocade 6510

94 | scao2oF R730*1
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Dell
Networking

N Series-
N3/N2/N15

1G Model




Dell Networking S3048-ON open networking switch

Next generation switch for the software defined data center

vmware * Dell's latest generation

B S-Series ultra-efficient 1/10GbE Top-of-Rack
m Microsoft  (ToR) switch

* 48x1GBase-T & 4x10G-SFP ports

¥ _+I.|
"'l:-::l!'d.'l

cumulus”

;i * Built with the latest-generation merchant silicon
for superior efficiency & performance
S < fOrMance data center and computing
Aadaadan|tsS s eslamisll cnvironments
. heavy environments

Dell Networklng S3048-ON * Complete OS9 feature set including VLT, OpenFlow, Open
ey differentiat
m 4 x 10G-SFP ports included ey irrerentiators

* Supports Open Networking Install Environment (ONIE)

64k solutions from Cumulus Networks, Microsoft, VMware and

* Purpose-built for applications in high-
* Web/cloud service providers with Linux & OpenSource-
TSN T (5,205 oo vmmare bocken) & more
ves * Full support for with 3 party OS and network virtualization
m e e e g + Dell global support and services
:
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S3100 — Features View

Dedicated
POE+ Stacking
Interface
SDN Ready

Feature parity
with OS9.8

VREF-Lite

BMP / Smart
Scripts +/
SNMP
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Dell Networking N300O Series

1 Gigabit Ethernet with advanced Layer 3 capabilities

Key features and innovations

* Up to 260 Gbps switch fabric capacity

* Supports up to 48 line-rate 1GbE ports per
switch and up to 624 1GbE ports in a twelve-unit stack

* Hot swap expansion module supporting dual SFP+ and dual
10GBaseT

« Standard N-Series stacking cables and built-in ports for
cost-effective high-performance stacking at up to 84 Gbps.

Model Port configuration

* Up to 48 ports of POE+ without external power supply

- Advanced Layer 3 functionality included N3024 24x RJ45 10/100/1000 Mb ports, 2x SFP+
] ) ) . ports, 2 combo media ports, 2x stacking
+ Plug-and-Play configuration with Dell EqualLogic™ ports, 1x hot swap expansion module bay
* Dual 80PLUS-certified hot swappable power supplies N3024F 24x SFP 1000 Mb ports, 2x SFP+ ports, 2x
« Energy Efficient Ethernet and lower power PHYs reduce combo media ports, 2x stacking ports, 1x
power to inactive ports and idle links hot swap expansion module bay
« Tool-less rails significantly reduce rack installation time N3024P 24x RJ4510/100/1000 Mb PoE+ ports, 2x

SFP+ ports, 2x combo media ports, 2x
stacking ports, 1x hot swap expansion

. . . module bay
Power efficient density for campus or
N3048 48x RJ45 10/100/1000 Mb ports, 2x SFP+

small-scale data center deployments ports, 2x combo media ports, 2x stacking
ports, 1x hot swap expansion module bay

« USB Rapid deployment expedites switch configuration

A power efficient and resilient 1/10 Gigabit Ethernet switching

solution for advanced Layer 3 distribution and dense PoE+. Dual ~ N3048P 48x RJ45 10/100/1000 Mb PoE+ ports, 2x
hot-swappable 80Plus-certified power supplies add resiliency SFP+ ports, 2x combo media ports, 2x
and the capacity to provide up to 48 ports of PoE+ (up to 30.8 stacking ports, 1x hot swap expansion
watts) in a 1RU footprint. Plug-and-Play configuration with Dell module bay
 Fauallogic™. DeLL
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Dell Networking N200O Series

1 Gigabit Ethernet with Layer 2+ capabilities

Key features and innovations

* Up to 220 Gbps switch fabric capacity.

* Supports up to 48 line-rate 1GbE ports per
switch and up to 600 1GbE ports in a twelve-unit stack

« Standard N-Series stacking cables and built-in ports for cost-
effective high-performance stacking at up to 84 Gbps

* Up to 48 ports of POE+

« Advanced Layer 2+ functionality with up to 256 static routes Model Port configuration
and Routing Information Protocol (RIP) included supporting
N2024 24x RJ45 10/100/1000 Mb ports, 2x SFP+

up to 256 interfaces )
ports, 2 stacking ports

* Advanced network security including highly configurable
ACLs N2024P 24x RJ45 10/100/1000 Mb PoE+ ports, 2x

» USB Rapid deployment expedites switch configuration SFP+ ports, 2x stacking ports

« Energy Efficient Ethernet (EEE) and lower power PHYs reduce N2048 48x RJ4510/100/1000 Mb ports, 2x SFP+
power to inactive ports and idle links ports, 2 stacking ports

* Fresh Air® compliant for high operating temperature N2048P 48x RJ45 10/100/1000 Mb PoE+ ports, 2x
environments SFP+ ports, 2x stacking ports

Energy efficient and cost effective

A powerful and economical 1/10 Gigabit Ethernet
switching solution for efficient Layer 2+ access for end
user devices, entry-level servers, and network devices. Up
to twelve switches can be stacked and managed with a

single IP address to deliver reliable network performance. @
102
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Dell Networking N1500 Series

1 Gigabit Ethernet with Layer 2+ capabilities
Key features and innovations

« Up to 176 Gbps switch fabric capacity

* Supports up to 50 1GbE ports per switch and up
to 200 1GbE ports in a four-unit stack

» Standard 10GbE SFP+ transceivers and cables for
cost-effective high-performance stacking at up to 40

Gbps
+ Up1048 ports of PoE

« Up to 512 VLANS supported

» Advanced Layer 2+ functionality with up to 256 static
routes N1524 24x RJ45 10/100/1000 Mb ports, 4x

SFP+ ports for uplinks & stacking

* Advanced network security including highly configurable

ACLs N1524P 24x RJ45 10/100/1000 Mb PoE+
« USB Rapid deployment expedites switch configuration ports, 4x SFP+ ports for uplinks &
 Energy Efficient Ethernet (EEE) and lower power PHYs stacking
reduce N1548 48x RJ45 10/100/1000 Mb ports, 4x
power to inactive ports and idle links SFP+ ports for uplinks & stacking

. . N1548P 48x RJ45 10/100/1000 Mb PoE+
Right Sized for your needs ports, 4x SFP+ ports for uplinks &

A Gigabit Ethernet switching solution with N-series stacking
functionality, providing a cost effective migration
path from aging 10/100 access switches. Switches

can be stacked and managed with a single IP
103address to deliver reliable network performance. @
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NEW! N3100 & N2100 Multi-Gig switches

Industry’s first Open Networking switches for the Campus CY17Q3

Dell Networking N3132PX-ON

24 RJ45 10/100/1000Mb PoE 60W ports

« Eight RJ45 10/100/1000/2500/5000Mb PoE
60W ports

* Four integrated 10GbE SFP+ ports

« One hot-swap expansion module bay for
either 2 port 40GbE QSFP+ or 2 port stacking —
modules | ONIE

* One hot-swap power supply (1100W AC)

* Dual hot-swap power supply bays (optional
power supply available)

Dell Networking N2128PX-ON Dell Networking N2128PX-ON

24 RJ45 10/100/1000Mb PoE+ auto-sensing Products

ports (optional external power supply needed

to provide power to all ports at 30.8 watts) N3132PX-ON  24x RJ45 10/100/1000Mb PoE 60W, 8x

* Four RJ45 10/100/1000/2500Mb PoE 60W 2.5/5G, 32x PoE 60W, 4x SFP+, 2x stacking
auto—sensing ports ports, 2x hot swap expansion module bays
« TWO integrated 10GbE SFP+ pOTtS N2128PX-ON  24x RJ45 10/100/1000 Mb.PoE+, 2x SFP+,
; . 4x 2.5G PoE 60W, 2x stacking ports
» Two dedicated rear stacking ports 4

* One integrated power supply (1000W AC)

104
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NEW! N1100-ON Managed L2 Switches

Cost-effective Open Networking switches for campus access CY17Q3

(UN1108T-ON/N1108P-ON -

« Half-width, 8 x 10/100/1000Mbps RJ45 ports and 2 x
GbE RJ45 and 2 x GbE SFP interfaces, 4 x POE/PoE+ ports

(N1124T-ON/N1124P-ON -

« Full-width, 24 x 10/100/1000Mbps RJ45 ports and 4 x
SFP/SFP+ 1/10GbE ports, 12 x POE/PoE+ ports

(N1148T-ON/N1148P-ON -
« Full-width, 48 x 10/100/1000Mbps RJ45 ports and 4 x

SFP/SFP+ 1/10GbE ports, 12 x POE/PoE+ ports Dell Networking N1100-ON
Applications
» Cost effective migration for aging 10/100 Mbps access
switches with full-featured N-series functionality PoE and
Dell Innovation Full & half non-PoE
« Open Networking with support for ONIE width in a range of
« USB rapid deployment to expedite switch configuration form factors c Onﬁgﬁgti ons

« Fanless design for ultra-quiet operation

* Energy-efficient Ethernet plus lower power PHYs to
reduce power to inactive ports and idle links

105
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Introducing the Dell Networking X-Series

X-Series 1s a family of smart managed 1GbE and 10GbE Ethernet
switches designed for small and medium businesses who crave
enterprise-class network control fused with consumer-like ease.

—— X1018P  X4012 X1018 X1052P X1052 X1026 X1026P X1008 X1008P —

Scan to see how-to videos,
Lifetime warranty documentation, and

troubleshooting

Software ardwa ables
upgrades Repair the seich

Hardware
Dellcom/QRL/Networking/X-Series.
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Dell Networking X1052 / X1052P

Smart Web Managed 1/10 Gigabit Ethernet Layer 2+ Switches

Key features and Innovations

* 48x 10/100/1000Mbps RJI45 Ethernet ports with
PoE/PoE+ (X1052P)

* 4x 10 dedicated Gigabit SFP+ ports for greater
performance / bandwidth and distance

» Half/full duplex 10/100 as well as 1000Mbps full
duplex ports

* Asset protecting locking plug
* Micro-USB port and serial cable provided for local

switch monitoring & debug access
« Standard 1U design with ready rail kit for fast and “
easy rack installation Model | Size (HxWxD) | Portconfguration |

* Redundant variable speed fans (X1052) X1052
Great For
 Simplifying management of office networks X1052P

without sacrificing features
* High density of connections in a limited space

* Powering phones, cameras, compact switches and
other network devices directly from the network
with PoE/PoE+ (X1052P)

171inx17.1inx
10.63in (43.5 mm
X 434.0 mm X
270.0 mm) (1RU)

1.71inx171inx
16.0 in (43.5 mm
X 434.0 mm x

407.0 mm) (1RU)

48x RJ45 10/100/1000 Mb
ports, 4x SFP+ ports

24x RJ45 10/100/1000Mb
ports, 24x RJ45
10/100/1000Mb PoE/PoE+
ports**,

4x SFP+ ports

** Can be any combination of PoE (15W) and PoE+ (30W) up to a total of 360W
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Dell Networking X1026 / X1026P

Smart Web Managed Gigabit Ethernet Layer 2+ Switches

Key features and Innovations

* 24x10/100/1000Mbps RJI45 Ethernet ports with POE/PoE+
(X1026P)

+ 2x dedicated Gigabit SFP ports for greater bandwidth and distance
« Half/full duplex 10/100 as well as 1000Mbps full duplex ports

* Push button toggle for unmanaged and Smart Web Managed
operation

* Fanless design delivers low power consumption, increased

* Micro-USB port and serial cable provided for local switch  x1026 1.62inx 8.23inx 24x RJ4510/100/1000
monitoring & debug access 9.84 in (41.25 Mb ports, 2x SFP ports
mm x 209.0 mm
* Compact 1U half rack width design x 250.0 mm)
- Optional tandem switch tray holds two switches in 1RU (IR, half-width)
_ X1026P 1.62inx823inx 24x RJ45
 Redundant variable speed fans (X1026P) 17.72 in (41.25 lO/lOO/lOOOMbpS
mm x 209.0 mm  PoE/PoE+ ports**,
x 450.0 mm) 2x SFP ports
Great For (LRU, half-width)

* Simplifying management of office networks without
sacrificing features

* Powering phones, cameras, compact switches and other
network devices directly from the network with POE/PoE+

(X1026P)
** Can be any combination of PoE (15W) and PoE+ (30W) up to a total of 369W,
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Smart Web Managed Gigabit Ethernet Layer 2+ Switches

Dell Networking X1008 / X1008P @

Key features and Innovations Cv?gdgrt award 2015
n

* 8x 10/100/1000Mbps Ethernet ports with POE .. smallest PoE capable switch on the market!*
(X1008P)

* Choice of AC power or power from a PoE switch port
(X1008)

* Half/full duplex 10/100 as well as 1000Mbps full duplex
ports

* Push button toggle for unmanaged and Smart Web
Managed operation

* Fanless design delivers low power consumption, increased
reliability, and silent operation

* Asset protecting locking plug

* Micro-USB port and serial cable provided for local switch Products
monitoring & debug access . . -
m Size (Hx W x D) | Port configuration

* Compact design for flexible placement — surface top, wall,

. X1008 1.67inx595inx 8x RJ4510/100/1000 Mb
or celling 595in (425 mm ports
x 151.13 mm x
G F 151.13 mm)
r.eat . o.r . . X1008P 1.67inx595inx 8xRJ45
* Simplifying management of office networks without 5.95in (42.5mm  10/100/1000Mbps PoE
sacrificing features x 151.13 mm x ports (up to 123W total)
151.13 mm)

* Powering phones, cameras, compact switches and other
network devices directly from the network with PoE

(X1008P) @
114

Dell - Internal Use - Confidential



Dell Networking X1018 / X1018P

Smart Web Managed Gigabit Ethernet Layer 2+ Switches

Key features and Innovations
* 16x 10/100/1000Mbps RJ45 Ethernet ports with PoE (X1018P)

+ 2x dedicated Gigabit SFP ports for greater bandwidth and distance
* Half/full duplex 10/100 as well as 1000Mbps full duplex ports

* Push button toggle for unmanaged and Smart Web Managed
operation

* Fanless design delivers low power consumption, increased
reliability, and silent operation (X1018)

* Asset protecting locking plug

* Micro-USB port and serial cable provided for local switch

monitoring & debug access

. Compact 1U hal rack width design T T M (e T

, _ , _ X1018 1.62inx8.23inx 16x RJ4510/100/1000 Mb
+ Optional tandem switch tray holds two switches in 1RU 9.84 in (41.25 ports, 2x SFP ports
« Redundant variable speed fans (X1018P) mm x 209.0 mm
x 250.0 mm)
(1RU, half-width)
X1018P 1.62inx823inx 16xRJ45
Great For | | 17.72n (4125  10/100/1000Mbps PoE
* Simplifying management of office networks without mm x 209.0 mm  ports (up to 246W total),
sacrificing features x 450.0 mm) 2x SFP ports

: . 1RU, half-width
* Powering phones, cameras, compact switches and ( alf-width)

other network devices directly from the network with
PoE (X1018P)
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RZEFEMEBRZ N - BEH2 LMEEFEEREEMO
M- B FBIRAEIREETE - MBEHRM 1 3S Pocket Net P
BRI EM3S VMS/CMSE I E F It B IhBE -

3S Pocket Net 12t 7 —BEEHEMEIZHE . BB100ZEE
BEMPRBBEEANE R - BEEE—EEE ; BEP OB
3SVMS/CMSEGEB & F1E  WHZHRTFNEFRAR
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3S+tHEAEm : Dell Networking tHEAZEfm :
3EEN1011E 0B Em T N3024F 1 Unit

2BENS5012 S E Ik A BR 1m RS X1052P 22 Units
6EEN90334AI M Bk ARSI  X1026P 24 Units

3SARFS

IR ISR E LA

B A RBVE AR E
o@iBInternet 24/ HlT 3
JEHEBEHE M

T TR ENFN 2 AR 1F A

*3S VMSHICMSER 4

Dell Networking AR#%

e Product certificate by 3S
 3Y Warranty

* 3Y Pro Support

o LLW

56EEN60784LSMER A ERIMFHE  X1026 9 Units

338N603518 B A B i =2 % PCT 2824 9 Units
N1011 N5012 N9033 N6078 N6075
Ly (R /o7 4 (R /P66 4
| -
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C ampus e Wireless

One Tier

-------------------------

X-Series : W)

_Cariac + N ]

N Ser!es : — 5
Aerohive : ‘ . E E

W-Series Instant : :
OpenManage : P O Ofe

erer Branch/SMJF hesernens

N-Series
C-Series
W-Series | =
Aerohive :
OpenManage :

ooooooooooooooooo

Carrier
Access

Cloud Services

Z-Series :
S-Series *
M-Series :
FN-Series :

‘x O\\e“ Active Fabric Manager :

OpenManage

“o C .‘Cttiﬂﬂii“““ii““"‘ lllll *
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Dell
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AeroHive
- Cloud WiFi

118

Dell - Internal Use - Confidential




Ao Ik
NP




[ 1] EPNE 2 SESEEDEE

5| 20204, IDC FoAl (A, Wi-Fi A
i A300{E 5t iaiE
12 5 B 4

Aerohive



Users

121


http://www.google.com/url?sa=i&rct=j&q=&esrc=s&source=images&cd=&cad=rja&uact=8&ved=0CAcQjRxqFQoTCMnfoaWd0cgCFUY5PgodJt8BQg&url=http://www.fractuslearning.com/2013/07/31/student-blogs-conferences/&psig=AFQjCNGrSVoG4ZWpE3VjyABWK05lxuokPg&ust=1445436640994300
http://www.google.com/url?sa=i&rct=j&q=&esrc=s&source=images&cd=&cad=rja&uact=8&ved=0CAcQjRxqFQoTCMnfoaWd0cgCFUY5PgodJt8BQg&url=http://www.fractuslearning.com/2013/07/31/student-blogs-conferences/&psig=AFQjCNGrSVoG4ZWpE3VjyABWK05lxuokPg&ust=1445436640994300

CoRnEciec > ') = §1

Devices






Ly

Everything |



Wi-Fi 188

DRIEREZF B PIn ENHE AT S NEIRR,
I H 2 EBIR AR ENEE

/'

\_/O

Aerohive.

NNNNNNNN



EEg iy

ERRE N

EE430

B VU s

|

ITERFI B PRAVE IR

[ )
Aerohive”

NETWORKS

126



)
Aerohive ¢

®

NETWORKS

Engage. Inspire. Connect




L )
Aerohive®.

NETWORKS







15AM Scidpp SCIENCE

o "y, IR
PROJECT W R v
- D THE GII.’__________-—- COMMON «\'& \ {;}‘ e
Ay —
' . ”
DIFFERENTIATED e, T
~ LITERACY  ‘wwr
INSTRUCTION ——
‘ Announcements
-— L

"'



-
Aerohive®

NETWORKS

YNMe] B8 F1 FE AR At 4 45 AY
i<k







802.11 RIE R

Aerohive”

NETWORKS



= TEEE802.11ac HIEEEIR ?




802.11ac K&

WAVE 1 WAVE 2



S AN RIRE T 7

WAVE 1 WAVE 2

o
1 o 3 30 58
Gbps Gbps Q

NNNNNNNN



Transmit Beamforming & MU-MIMO

Figure from 802.11ac:

SU-MIMO directs energy to a single device Aliniol Gole 2

by Matthew Gast

MU-MIMO transmits independent streams to multiple devices

Beamforming steers an individual stream to one receiver
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Network Visibility & Conftrol

O
I TOP APPLICATION GROUPS I TOP APPLICATIONS TOP 100
Applications  Data Usage # Clients # Uszers ~
File Transfer
Usage mmmmm 37.78% ICLOUD 462c8 N 20 53% 32 29
. Users s 73.33% Aerohi... 435c8 N 19.34% 35 35 >
. CIFS 2468 [ 10.65% &8 &8
- Top App: .
10 Applications ICLOUD
MAP 1.81G8 I 5.05% 43 43
)
Top User: S5L 157cB M G.93% 118 108
99 Users apatel
BITS 144G IMG38% 12 12
W
L
O
%
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Network Visibility & Conftrol

TN '. TN '. Q
Policy Details 6 Wireless Connectivity |\ T;‘ J| Device Templates |\ES3 ),' Additional Settings
R Fi o Vi

New Firewall Rule (Inbound Traffic) X
Service Select ~
SKYPE » ||FACEBOOK * ||NETFLIXVIDEQ STREAM O
Source IP* ‘ Any =F Q

Destination IP*

+ +
@

‘ Any

Action ‘ Deny N ‘
Logging ‘ off N ‘

i

O
-
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Network Visibility & Confrol

( ™
Who? AL A ] [ PR ]
Students/Teachers Guests
\ Y,
( S You(TH R
7 B&ntm (i1 Tube
What H Y)o g h( )
4 ™
When ? 8AM - 3PM After 3PM 8AM - 5PM
\ y,
~

[Where ? !Gm!

Cafeteria )
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#H%E POLICY

i Internet only

Limited apps
¥ Low bandwidth

Access in office hours

Access in meeting
areas

8B4 pPOLICY

Limited server access

Zh POLICY

Education apps only

Access restricted areas

Medium bandwidth

Limited BYOD access

Extended working hours

High bandwidth

24 hour access

Access in classroom
areas

Access in all areas
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Top 10 Applications by Usage - Summary -

Report Period: Dec 30, 2014, 12:00AM - Jan 6, 2015, 12:00AM
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\ / Limit non-work apps
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Accelerate

Data as of: 212015, 11:19 AM
Current Connection Status Location:  Praves... > Homa > Home-...

Map
Network: IP: 182.188.1.4 | VLAN: 1 | User-Profile: User-Profde-142
3616467985
: B02ing | 24GHz | Channel 11 _
: WPAZPSK: WPAZPSK | Captive Web Portal: Unused
User:
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CORP Policy

Corp VLAN

Application Firewall

20Mbps per user

24HR Access
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UNIQUE Key UNIQUE Identity UNIQUE Policy for Corporate, BYOD, Guest, IoT Devices
Role-based Service specific &
firewall and VLAN, with Semi-restricti
VLAN. Access to firewall only eml—r%s nc(ljve O
most Apps with permitting i/(\:g '\e/\ss os”e O?
highest access to loT SOICIMEN
bandwidth device server
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et 802.11ac Access Point

o o O B O

AP122 AP130 AP230 AP245X AP250 AP550 AP1130
Indoor Outdoor
Dual Radio
Dual Radio 802.11ac Wave 1 Dual Radio 802.11ac Wave 2 802.11ac Wave
1
3x3:3:3 4x4:4:3
2x2:2 3x3:3 3x3:3:3 1.3 Gbps 1.7 Gbps 2x2:2
867 Mbps 1.3 Gbps 1.3 Gbps Software Software 867 Mbps
Selectable Selectable
TPM Security Chip
1 x GigE 2 x GigE 1 x GigE
802.3af 802.3af + 802.3at (for full functionality) 802.3at 802.3af
Waterproof
Non-plenum Plenum rated (IP 67)
0 to 40°C 0 to 50°C 0 to 40°C -40 to 55°C
USB and BLE None USB USB and BLE None
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Dell & Aerohive Cloud-based wireless solutions

Unified wired/wireless infrastructure
« Switches, APs, licenses and support — DZAL 4 Aerohive.

. . NETWORKS
provided from a single vendor

* Lowers operating costs through
simplified management

A S . = — TR
" 3 ' I

* Wide range of indoor and outdoor APs,
802.11n/ac, up to two radio (3x3) three
stream MIMO to address low to high
capacity environments

Dell N-Series

Dell N-Series . .
Cloud-based management switches switches
« Services and updates delivered via Seseeslessses Seseeslessses
public or private cloud
» Flexible, anytime/anywhere control W EJ R 3 W (> \ ]
Aerohive APs Aerohive APs

and troubleshooting

» Centrally manage one site or many Wired + Wireless + Cloud Convergence

« Simple plug-and-play operation
makes it easy for administrators to
deploy hundreds or even thousands of
remote/branch offices
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Thank you

The Power to Do More
Yu Yang 15 &gk
Yu_Yang@Dell.com




